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ARTICLE INFO ABSTRACT

MSC: A method for the detection of bubble contours in images of subcooled boiling in microgravity is proposed. The
62H35 method refines an initial, rough contour approximation obtained from conventional background subtraction.
76Txx This refinement entails the warping of an elliptical ring image region into a polar image, where bubble contour
Keywords: detection becomes simpler. The proposed method exhibits robustness to a wide variety of visual phenomena
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of the proposed methods.

that typically hinder the detection of bubble contours. This is achieved by the grouping of continuous image
edges. A ground truth annotated data set is provided that enables the quantitative and comparative evaluation

1. Introduction

The study of boiling phenomena is complex because it involves the
combined action of heat and mass transport, which depend on multiple
factors. The measurement of bubble size and shape is important for
investigating the underlying physical phenomena. This work pertains
to the domain of subcooled boiling, where the liquid bulk average
temperature is less than the saturation temperature and, thus, a phase
change occurs only on the walls of the heated substrate.

The study of multiphase phenomena is aided by image processing
methods, operating on high-speed video recordings of those [1,2]. This
work studies the special case of subcooled boiling in microgravity,
following the reference in [1], where it is explained how measurements
in microgravity aid the understanding of boiling in general. Pertaining
to this work is that the absence of buoyancy leads to different bubble
formations than already studied in terrestrial experiments (e.g., [3-5]).
The dominant difference is the continuous bubble growth instead of
detachment from the substrate. Another difference is brought by the
growth of bubble size, which gives rise to practical inconveniences,
such as the occurrence of the bubble in low-contrast areas or the
reflections of other bubbles.
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1.1. Challenges

Image analysis in boiling conditions is challenging as multiple
phenomena occur rapidly and simultaneously. This work provides
a method to study bubble growth in microgravity for varying ex-
perimental conditions, including pressure, heat flux, and subcooling
temperature, through high-speed video. These conditions give rise to
challenging artifacts inter-bubble reflections and lack of contrast. As
such artifacts are present in other, more general bubble measurement
problems, e.g. [3,4,6], their treatment by this work can contribute to
other types of bubble measurements.

Some works simplify contour tracing, by carefully configuring the
imaging apparatus. The working principle is to configure the imaging
conditions to guarantee high contrast between the bubble and the
background. This way, edges provide reliable boundary localization
tools. Background subtraction and edge detection methods can then
be used to trace bubble contours in images, e.g. [7-10]. However,
this principle is hard to reach because our scene involves multiple
interacting bubbles, giving rise to complex illumination artifacts, inter-,
and intra-bubble reflections, as well as minute or zero image contrast.
Moreover, due to boiling, these phenomena include evaporation, vis-
cous flow, and non-equilibrium effects near the vapor-liquid interface
that give rise to additional artifacts and noise [1].

Received 18 February 2023; Received in revised form 17 August 2023; Accepted 29 September 2023

Available online 11 October 2023
0263-2241/© 2023 Elsevier Ltd. All rights reserved.


https://www.elsevier.com/locate/measurement
http://www.elsevier.com/locate/measurement
mailto:zabulis@ics.forth.gr
https://doi.org/10.1016/j.measurement.2023.113644
https://doi.org/10.1016/j.measurement.2023.113644

X. Zabulis et al.

Measurement 222 (2023) 113644

Fig. 1. Challenging cases of bubble boundary detection: (a) Weak gradient, (b) Vaporization structures, (c,d) Inter- and intra-bubble reflections, (e) Substrate reflection.

The boiling substrate is characterized by a heat transfer coeffi-
cient [11-15]. Heat is unevenly distributed in the scene, thus giving rise
to optical distortions. The distortion is variable over time and is pre-
dominantly expressed above this substrate. Therefore, no assumptions
are made as to the location of the substrate in the image.

No specific knowledge is assumed about the shape of the bubble
contour. The proposed method traces the contour boundary in a point-
wise fashion and, as such, can be used for asymmetric bubbles if
needed. We make two assumptions. The first is specific to bubble
formation and is that bubble contours are convex. The second is that
bubble contours can be coarsely approximated with an ellipse. These
assumptions simplify distinguishing edges that belong to one bubble
from edges that belong to other bubbles.

The aforementioned phenomena are expressed in images in ways
that confound conventional methods. Specifically, inter and intra-
bubble reflections give rise to spurious edges, inhibiting the accuracy of
edge-based approaches due to clutter. The lack of a strong gradient, due
to highlights, misleads local, edge-based methods because the strongest
edge is not always the correct one. Confounding image structures due
to vaporization have similar shapes to the bubble contour, increasing
the difficulty of the contour tracing task. In Fig. 1, indicative cases of
these phenomena are shown. Image (a) shows that the contour’s true
boundary has a very weak gradient compared to the neighboring edges.
Image (b) shows vaporization structures above the bubble. Images (c)
and (d) show how complicated image structure near the boundary can
be due to inter- and self-reflection. Image (e) shows the reflection of the
substrate on the bottom part which causes the true bubble boundary to
appear with less contrast than its neighboring edges.

1.2. This work

This work focuses on the accurate tracing of the bubble contour and
proposes the grouping of edges as a way to increase the accuracy and
robustness of edge-based approaches to bubble contour detection and
measurement.

1.2.1. Legacy

The proposed method improves the method in [1] and [16, p. 9,
Sec. 2.4]. We inherit the concept of working edges in polar images of
bubbles and extend that work to acquire more refined contour tracings
that lead to more accurate image measurements. Whereas in [1,16]
we detected edges and directly fitted curves to them, in this work we
propose an edge grouping approach to cope with the complex image
structures and shortcomings of that work.

The proposed approach makes use of the so-called, “perceptual
grouping” principles of Gestalt psychology. For an overview of these
principles, we refer to [17]. The “continuity principle” promotes the
grouping of continuous edges into perceptual wholes if they are aligned
with each other. The grouped edges give rise to a “subjective con-
tour” [18]. In this work, this contour is interpolated to generate contour
edges not actually present in the image but inferred by the proposed
method. This is in the same spirit where a subjective contour evokes
the perception of edges without a luminance or color change across
the locations of these “subjective edges” [18].

1.2.2. Novelty
A novel, edgel grouping approach is proposed tailored for the
problem of tracing bubble contours of bubbles formed in microgravity.



X. Zabulis et al.

This approach combines bottom-up and top-down cues in the grouping
of edgels and accounts for the specific problem of bubbles that are
growing and moving upon a subcooled substrate in microgravity.

The proposed method treats a problem that is overlooked by con-
ventional methods, namely the occurrence of specular reflections upon
the bubble surface. These reflections lead to a diminishment of image
gradient, thereby misleading “edge-based” contour detectors because
the true contour boundary in the image exhibits a smaller gradient
magnitude than the spurious. To the best of our knowledge, this is the
first method in the domain of vision-based, multiphase dynamic image
analysis that employs perceptual grouping cues to recover the image
boundary of bubbles.

Given the investigative nature of this study, there is difficulty in
evaluating image-based methods due to the lack of explanatory physical
laws that predict boiling bubble behavior under microgravity. Thereby,
to the best of our knowledge, this is the first work that employs expert-
based evaluation of contour tracing results for bubbles. This is achieved
through the annotation of images by experts in a benchmark dataset
that is publicly available for future research, improvements of this
work, and comparative evaluation of pertinent methods.

1.3. Definitions and implementation notes

The monochromatic input image is denoted as I. The intensity of
I at point p = [p.x,p.y]” is denoted as I(p). When p has non-integer
coordinates, I is bilinearly interpolated.

Lens and perspective distortion are considered negligible. Rectifying
for them will only improve the accuracy of the proposed method.

The detection of local maxima of 1D functions is performed with
subpixel precision. A parabola is fitted to the preceding, current, and
succeeding values of the maximum. The subpixel refinement of the
maximum locus is analytically found, as the double root of the parabola
equation. For 2D functions, this technique is applied independently, in
the vertical and horizontal dimensions.

Edgels are individual pixels in whose vicinity the image inten-
sity undergoes a sharp variation. Edges are sets of edgels that are
neighboring and connected by an edgel linking algorithm.

Contact points are the image locations where the contour of the
bubble meets the substrate. These points are two and distinguished as
left and right. The localization estimates in I are denoted as p, and
p,, for the left and right contact points. Contact angles are the angles
formed by the bubble and the substrate at these points.

A baseline is a line segment in I/, where the interface of the bubble
with the substrate is imaged. The baseline estimate is provided by p,
and p,. The image is horizontally aligned with the substrate and thus,
the baseline is a horizontal line segment.

Figures are magnifiable, in the electronic version. The dimensions of
the images are reported in Table 1 along with the area they image. In all
images, the area imaged by 1 pixel is .020245 mm?. In all figures and in
Table 1 images are presented in left-to-right order. When multiple rows
are present the order of rows is from top-to-bottom. Fig. 3 does not have
a metric interpretation, because it refers solely to data structures stored
as digital images.

2. Related work

Image processing has been widely utilized to study the dynamics
of a dispersed phase (bubbles, droplets) in multiphase systems, due
to its non-intrusive nature [10,16,19,20]. However, existing image
processing algorithms cannot be universally applied as they are quite
sensitive to the imaging apparatus and are sensitive to illumination
artifacts and background clutter. In the experiments encountered by
this work, illumination artifacts include highlights and reflections that,
along with image noise, give rise to spurious edges, which degrade the
performance of contour tracing.
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Table 1

Image sizes (pixels) and corresponding imaged areas in the scene
(mm).

Fig. 1

pixels: 110 x 56, 118 x 118, 67 x 77, 77 x 131, 224 x 251.
mm: 2.23 x 1.13, 2.39 x 2.39, 1.36 x 1.56, 1.56 x 2.65, 4.53 x 5.08.

Fig. 2

pixels: 750 x 1100, 60 x 60, 80 x 80.
mm: 15.18 x22.27, 1.21 x 1.21, 1.62 x 1.62.

Fig. 3: all images

pixels: 249 x 45.
mm: Not applicable

Fig. 4

pixels: 80 x 80.
mm: 1.62 X 1.62.

Fig. 5: both rows

pixels: 80 x 80, 187 x 187, 151 x 151.
mm: 1.62 X 1.62, 3.79 x 3.79, 3.06 x 3.06.

Fig. 6: all rows

pixels: 80 x 80, 187 x 187, 151 x 151.
mm: 1.62 X 1.62, 3.79 x 3.79, 3.06 x 3.06.

Fig. 7: all images

pixels: 143 x 143.
mm: 2.90 x 2.90.

Fig. 8

pixels: 183 x 183, 211 x 211, 234 x 234, 149 x 149,
159 x 159, 100 x 100, 76 x 76, 355 x 355.

mm: 3.70 X 3.70, 4.27 x4.27, 474 x 4.74, 3.02 x 3.02,
3.22x3.22, 2.02x2.02, 1.54x1.54, 7.19 x 7.19.

Fig. 9: same for all images

pixels: 700 x 700.
mm: 14.17 x 14.17.

Therefore, in this section relevant work in the following topics is
reviewed. Being a key contribution of this work, methods for the group-
ing of edgels are reviewed first, in Section 2.1. Next, in Section 2.2,
model-based approaches to bubble detection are reviewed, followed
by curve-fitting approaches, in Section 2.3. Finally, in Section 2.4,
methods for the treatment of illumination artifacts are reviewed.

2.1. Edgel grouping

Edgel detection results obtained by conventional, local operators
provide typically discontinuous results. Edgel grouping or linking meth-
ods, group edgels into continuous edges. Edges carry structure informa-
tion which is useful in contour and object detection. A comprehensive
review on the grouping of edgels and the discovery of contours in
images can be found in [21]. Below, methods that are closely related
to the proposed approach are reviewed.

Local grouping methods operate in small pixel neighborhoods and
comprise the computational interpretation of the perceptual grouping
principles [17] of proximity, continuity, and closure. Proximity-based
principles postulate that the closer the edge points are, the more
likely they are to be parts of the same edge. The simplest linking
method is connected component labeling, where neighboring edgels are
grouped in the same edge. Continuity-based principles suggest that for
adjacent edgels to be parts of an edge they should be locally continuous.
Although not producing edgel groups, the Canny [22] algorithm incor-
porates the proximity and continuity principles in its, third, hysteresis
thresholding step, by suppressing weak edgels that are not connected
to strong edges. Based on proximity, cocircularity, and smoothness,
in [23] a path-based clustering approach is proposed. In [24,25], the
continuity principle is employed to link edges in a hierarchical binary
partition of the image.
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Global grouping methods use the same principles, but employ a
top-down approach to group edgels into edges. Active contours, or
“snakes” [26] (see [27] for a review), are used to detect closed contours
and are utilized as a means for image segmentation. Because they are
agnostic to the segmentation targets, they are often used in medical
imaging where image intensity represents radiance absorption rather
than surface reflectance. Graph-based methods are employed to link
edgels into close and smooth contours. The works in [28,29] encode
proximity and continuity into a graph node linking cost which is
optimized. In [30], boundary and regional cues are fused in a graph
framework, to solve a closed-contour finding problem. Edgel grouping
has been utilized by global methods to outline salient image regions
using a convexity principle in [31], common fate in [32], and closure
in [33].

In this work, the grouping of edgels combines bottom-up and top-
down approaches. Specifically, the bottom-up, proximity and continu-
ity cues are used to link edgels into edges in Section 3.5. Top-down
cues, specifically convexity and common fate, are used in Section 3.6,
to further group edges into edges that comprise candidate contour
segments.

2.2. Model-based

Model-based methods [34-37] employ theoretical models of bubble
shape in the form of analytical equations and use image measurements
to estimate the parameters of these equations. Depending on the study,
the bubble may be axis-symmetric which can be used to improve
estimation accuracy [34]. In [38,39], circular bubbles are detected
using the Hough transform. In [40,41], the initial detection based on
the Hough transform is refined with the use of a template, a synthetic
image that captures the appearance of the ‘average’ circular bubble.
The method in [42] improves this approach, by utilizing multiple
templates for different bubble appearances at multiple scales, and by
detecting the rotated prototypes.

We cannot use model-based approaches, because this work targets
the tracing of contour bubble shapes so that a model for these bub-
bles is achieved. If we would use a model at this stage, we would
be introducing potentially unwanted biases in the shapes we pro-
vide. Moreover, bubble symmetry cannot be assumed in the boiling
conditions evaluated.

2.3. Curve-fitting

A special case of model-based methods is those that fit curves
locally, to estimate specific features of the bubble that are of interest
to the study, specifically, the contact points and the apparent contact
angles.

The points of the bubble contour in the vicinity of the contact
points are used by curve-fitting methods to fit a polynomial rooted at
the contact point and following as faithfully the shape of the contour,
e.g. [43-47]. By doing so, the contact angle is analytically predicted by
the tangent to the fitted polynomial, at its contact point. The model, in
this case, is implicitly imposed by the type of polynomial that is used.
A review of curve fitting methods for the approximation of the surface
contour can be found in [48]. An open-source tool that incorporates
multiple fitting methods is [10].

Relevant to this work is [49] in the sense that it also searches for
the contour boundary across the direction perpendicular to the targeted
contour. However, this method is generic, allows for concavities, and
follows the strongest gradient to trace the contour which as earlier
explained is a strategy we wish to avoid in the context of this work.

As in the case of Section 2.3, the goal of the proposed work is to
trace the contour in the image, so that an appropriate modeling method
utilizes the locations of the contour points. Of direct relevance to this
work, is the sensitivity of contact angle measurements to small fluctu-
ations of contour tracing, due to the use of high-order polynomials and
the steep slope of the tangent function, which is considered in Section 4.
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2.4. Treatment of illumination artifacts

Manual point-based annotation was employed in [50] to trace con-
tours. Some works deal explicitly with the image structures due to
bubble reflections. In [51], edges are linked into edge segments and,
then, evaluated on their likelihood of belonging to a bubble based
on its circularity. To further reduce spurious edges due to reflections,
the inclusion of a segment inside another is evaluated and the inner
segment is discarded. We use both of these ideas in this work, to discard
spurious edges.

Active contours [26,52] were used in [53], however, they provided
limited success because of inter-reflections and weak gradients near
the true bubble contour. The reason is that the convergence of active
contours is attracted from local gradient maxima. In the data, spurious
local maxima with higher gradient magnitude than the correct ones are
frequent. Moreover, image saturation in highlight regions causes the
annihilation of gradient maxima at the image locations where the true
bubble contour occurs.

Voting algorithms, based on the Hough transform [54] or RANSAC
[55], have been used to group edgels that tend to form a circle or an
ellipse against clutter [56,57]. They provided weaker results because
they do not use the information provided by the grouping of edgels into
edges. Due to the high clutter of our data, these methods often yield er-
roneous solutions, which “accidentally” accumulate voting edgels from
multiple but incompatible edges. In this work, this problem is treated
by requiring that either an entire edge participates in a configuration
or not.

In [6], concentric and circular bubble arrangements are considered
in an attempt to model the highlights appearing in scenes with multiple
circular bubbles. The proposed work treats bubbles with greater shape
variability than purely circular and is robust to illumination artifacts
and reflections.

3. The proposed method

The proposed method consists of a pipeline of operations. A listing
of its steps is provided as a guide to the next subsections.

Section 3.1: Input is image I. A background subtraction method on I
provides a rough bubble contour, S. The points of S are used to initially
approximate the, pursued, bubble contour with ellipse C.

Section 3.2: C is used to estimate the contact points locations p;, and
P,

Section 3.3: C is used to define the elliptical ring region € in I. This
region, I(€), is warped in orthogonal image V.

Section 3.4: The transformation of /(£) into V simplifies the search
for the bubble contour points in an (approximately) perpendicular
direction to the direction of the pursued contour. The latter direction
is approximated by the direction of C’s contour at the corresponding
location. Edgels are detected across the columns of V' and linked into
edges.

Section 3.5: These edges are used to locally approximate the bubble
with circles. The ellipse is tessellated into elliptical sectors. In each
one, the outermost group of edges that exhibits sufficient continuity
is selected.

Section 3.6: The resultant contour is traced by interpolating the
regional circles within their respective regions.

3.1. Coarse contour approximation

Input is I and S. Ellipse C is fit to the points of S using least-squares.
C is our initial, coarse approximation of the bubble contour and is used
to mark the elliptical ring £ around it, within which we will search
for the refined contour. This ring is computed by an enlargement and
a reduction of C by scalar s, yielding an inner and an outer ellipse
respectively.

In Fig. 2, the operation is illustrated. On the left, the original image
is shown. The middle image shows S. The right image shows C (green)
and the inner (red) and outer limits (blue) of &.
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Fig. 2. Method initialization. Left: original image. Middle: coarse contour approximation. Right: elliptical ring & and contact points p, and p,.

3.2. Baseline and contact point localization

The algorithm for detecting the baseline is as descripted in [1,16].
As there was no space in these publications and to better document
the proposed method the details of its implementation are provided
in Appendix A. In Fig. 2, the p, and p, and baseline found for that
example are superimposed on the right image (mauve and yellow dots,
mauve line segment).

We recall that the substrate is made from reflective material, giving
rise to a bubble reflection and providing a visual cue to contact point
detection. This visual cue is used to increase contact point localization
accuracy. It ought to be noted that although this technique capitalizes
on the reflection, the overall refinement method proposed in this
work, is independent of the contact point detection method. As such,
alternative methods can be used for this step, depending on imaging
conditions.

3.3. Parameterization and polar image formation

The image region within the elliptical ring £ is warped into polar
image V, of mx n pixels. Its horizontal dimension maps orientation ()
and its vertical dimension (M) maps distance. The image formation
equation is:

V(i,j):I((a+;4j)c050,-,(b+/4j)sin0,-). 1

The equation components are as follows. Let scaling range M = [—u, u]
(u > 0), where u = s, - max(a,b) and s, € (0,1). Let also polar range
O C [0,27). Ranges M and O are discretized in m and n equal steps,
so that 9, € 6, Hp € M, i < n, j<m and i,j are integers. Range
O is constrained to start from the polar angle defined by ¢; and end
at the polar angle defined by ¢;. The resolution of V' is set as per the
Nyquist-Shannon sampling theorem [58,59]. Thus, the cardinality of M
ism=2-(u+ 1) and the cardinality of O is twice the perimeter of C.

We are not concerned with the part of the elliptical ring that is
below the baseline. As such, polar image V is truncated to start at
the polar coordinates of p; and end at p,. Fig. 3 (top) shows V for the
elliptical ring & of Fig. 2 (right).

3.4. Edgel and edge detection

To simplify the detection of edgels and edges we design a gradient
function that responds strongly to intensity edges of orientation locally
compatible with that of the bubble and responds weakly to incompati-
ble orientations. We consider as our gradient the second order, partial
derivative of V. The magnitude of this gradient is L = |9>V /dy?| and is
a m x n image. Due to the polar parameterization of V', the compatible
orientations are those predicted by our coarse approximation of the
bubble, ellipse C.

The second-order derivative is used because the bubble contour
is formed by slope edges and its appearance in the image ends at
the end of the slope, which is given by the local maximum of the
Laplacian [60]. Thereby, local maxima are detected across each column

of V, with sub-pixel accuracy, as 1D local maxima. Their locations mark
the resultant slope edgels.

Some of the edgels of interest exhibit very low contrast. We maxi-
mize the sensitivity of edge detection to respond to elemental variations
of intensity and accept, as edges, all local minima that have a gradient
higher than a very small threshold z,. Typically, this gives rise to
a plethora of spurious edgels. However, using the proposed gradient
incompatible edgels are inhibited.

Finally, edgels are linked into edges with 8-neighbor connectivity
and by suppressing “‘junctions”, or otherwise edges with more than two
neighbors. Thus, all edges are linear and delimited by their extremal
points.

In Fig. 3, the gradient magnitude (2nd row), the detected edgels
(3rd row), and the detected edges (bottom) for V (top) are shown.
In Fig. 4, conventional edge detectors [22] (left), [61] (2nd from left)
are compared with the proposed one (3rd from left), by superimposing
edgel detection results on I. The same intensity threshold was used in
the three detections. The linked edges detected by the proposed method
are shown in Fig. 4 (right), using the same color coding as in Fig. 3
(bottom). To fairly compare subpixel precision, [22,61] were applied to
a 4x bicubic interpolated upsampling of the original image. We observe
that the proposed edge detection yields less and more relevant edgels
with respect to the pursued contour boundary.

3.5. Edge grouping

To approximate the local bubble shape we group edges that we trust
to belong to the contour of the bubble. We trust better the groups of
edges that exhibit sufficient continuity (see Section 1.2) and iteratively
select the outermost of them.

Because the curvature and the local shape of the bubble contour
vary across arclength, C is partitioned into sectors. Each sector contains
a number of edges, let n, and is treated iteratively. In the experiments,
we found 3 sectors sufficient, though this is a tunable algorithmic
parameter. Sectors were overlapping by an angular span of 7,,.

In each sector, edges are grouped according to their suitability in
forming a group of well-aligned curve segments that may potentially
approximate the bubble contour and, iteratively, find the outermost
one. The iterations refine local estimate ¢, which is a curve initialized
with C. This curve may be an ellipse or a circle and is dependent on
the type of experiment (see Section 4). In the first case, the dimension
of the curve is § = 3 and in the latter 6 = 5.

In each iteration, we consider the n edges in that sector and evaluate
their 2" — 1 combinations. We discard combinations that (1) include
overlapping edges, (2) exhibit low density, (3) do not exhibit sufficient
continuity, or (4) are incompatible with the size of the bubble. These
are achieved as follows.

1. Due to the polar parameterization, the overlap of two segments
is evaluated by comparing only their first and last horizontal
polar coordinates; see variable i in Eq. (1). As segments do not
contain junctions (see Section 3.4), the task is reduced to the
overlap detection of two 1D intervals. This interval can be found
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Fig. 3. Top to bottom: polar image V, gradient magnitude L, edgel, and edge detection.

Fig. 4. Left to right: Canny, Sobel, proposed edgel detection, and linked edgels detected by the proposed method. Scale legend for the leftmost image is the same for all images

of this figure.

as [max(a,, f), min(a,, B,)] for intervals [«;, a,], [f;, f,] and has a
span of zero in case of no overlap.

2. Density is evaluated as the count of edgels of the combination,
normalized over the angular span of the sector. More specif-
ically, we consider the edgels of edges whose mean distance
from the current version of ¢, is lower than threshold z,. This
promotes combinations that are well aligned with the current
estimate of the bubble contour, as provided by c,.

3. Continuity is evaluated by fitting a new curve, let c’f, to all
edgels of the combination and measuring their distances from
the curve. The mean value of these distances indicates the
goodness of fit. A high value means that the curve did not fit
well the edgels of the candidate combination and, thus, the com-
bination is rejected if this distance is above threshold z,. If the

combination is valid, then c’f is associated with the combination.

4. Size compatibility is evaluated only for combinations that ex-
hibit continuity. The area of ¢, associated with the combination
is compared to the area of C. The combination is invalidated if
the two areas differ by a factor of 7.

The suitability of valid combinations is quantified with the follow-
ing objective function o = p-y - 4, where p is the radius or length of the
major axis of ¢, if § = 3 or § = 5 respectively, y is the angular span of
the combination, and 4 is the number of edgels in the combination. The
combination with the best score is kept and the curve ¢, is associated
with it. Curve ¢, is updated with c’f and edges inside ¢’,, in that sector,

are discarded. This operation is repeated with any edges remaining and
terminates when no more edges remain. The last ¢, is the result for the
sector.

To increase the generality of the approach, a scale factor was in-
troduced to adapt the values of spatial parameters according to bubble
size. This scale factor, o, was obtained as the 5% of the largest of the
two axes of C. Threshold 7, is defined as a function of ¢, in Section 4.

A computational simplification comes from the polar parameteriza-
tion of V. Edges that are inside the bubble contour are identified once
contact points are localized. The vertical coordinates of p;, and p, in
V define a line, above which the edges detected correspond to edges
inside the bubble and are directly removed from candidates.

In Fig. 5, this iterative operation is illustrated, for the same sector,
in three example cases. The figures in the top row show the detected
edges, after the removal of “inner edges”. The second row illustrates
the operation over the two iterations required for these three examples.
The green curve and points correspond to the first iteration, blue to the
second, and red for the third. The result for the three cases is the red
curve and the yellow edges are rejected as they are outside it. In the
left and middle columns § = 3 and in the right § = 5.

3.6. Contour tracing
In the previous version, to trace the contour, we computed the

outermost edgel for each orientation in ©. Capitalizing on bubble
convexity, this work computes the convex hull of the outermost points.
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Fig. 5. Edge grouping. Top: filtered edges. Bottom: iterative edge grouping. The initial curve is green. The curves due to the 1st and 2nd iterations are blue and red respectively.
Yellow edges are discarded. Scale legends for images in the bottom row are the same as for the corresponding images in the upper row.

Thereafter, we use the same sectors as in Section 3.5 and fit curve ¢, at
each sector.

We use the ¢, associated with each sector, to interpolate the bubble
contour in that sector. Interpolation generates contour points at a step
distance of half a pixel. Points p, and p, are concatenated at the
beginning and at the end of this point list, respectively.

The purpose of this interpolation is to compensate for locations of
the bubble contour that have zero or close to zero gradient magnitude
and do not give rise to edgels. That is to implicitly infer the contour
that is consistent with the outermost edges detected, even if parts of
the contour are missing, such as in the case of subjective contours. The
improvement due to this operation is shown in Fig. 6, where the middle
column shows the contour tracing result of the previous method and the
right column the output of the proposed method.

4. Experiments

The experiments took place in a boiling cell filled with test fluid, in
which a laser beam hits a designated location on a substrate to produce
isolated bubbles at that location. Variable conditions lead to images of
wide diversity. Analytical information and details about the apparatus
and physical interpretation of these experiments can be found in [1].
To the best of our knowledge, this is the first work that provides ground
truth annotations for the particular dataset.

In the presented experiments the performance of this work is com-
pared against software that was authored for the study of boiling
in microgravity. We chose to compare this method with the best-
performing method from [1] (see Section 4.5), as this is the most
relevant work to the proposed one.

4.1. Data

The input images are monochromatic and their size is 1100 x 750
pixels. The benchmark data sets can be found in [1]. The data include

15 image sequences and are publicly available.! In Table 2 the names
of the sequences are shown. For brevity, datasets are denoted as D1
to D15, as in the aforementioned table. Each image sequence consists
of 5000 images and includes ~ 500 frames imaging an empty boiling
chamber just before the first bubble is formed. The data fall into
three experimental conditions, each containing bubbles of different
morphology. The names of the conditions are shear flow (D1-D5), pool
boiling (D6-D9), and electric field (D10-D15).

Table 2 shows the experimental conditions applied during each
benchmark boiling experiment. The test cell is filled with the liquid
bulk at the desired pressure (P) and subcooling temperature (7,;)
conditions. The heater surface provides some heat flux (H F) to the liq-
uid. Some time after heater activation (z,,;,), a laser pulsation triggers
nucleation of the first boiling bubble on the heater surface. Q is the
liquid flow rate in shear flow experiments and V is the voltage of the
electric field in the same called experiments.

Shear flow experiments exhibit multiple, simultaneous, relatively
small, and moving bubbles towards the left of the chamber. When a
new bubble is formed, the older one slides towards the left. A charac-
teristic of this condition is that, due to bubble motion, asymmetries
are observed between contact angles. In addition, due to the small
size of bubbles, the distortion due to thermal gradient is expressed
upon a significant portion of the bubble area. We are particularly
interested in this condition because it addresses asymmetric bubbles
and the measurement of the differences between left and right contact
angles. The reason is that the differences between them are minute and,
thus, accurate and precision measurements are significant to reliably
distinguish systematic differences between the two.

Electric field experiments produce large, immobile, and elongated
bubbles of elliptical shape. Pool boiling sequences record a single
immobile bubble that monotonically grows, eventually occupying most
of the chamber. These two conditions are treated using symmetric
contour fits.

! Download link https://doi.org/10.48328/tudatalib-1059.
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Fig. 6. Contour tracing. Left: detected edges, Middle: trusted points. Right: traced contour. Scale legends shows in the images of the left column are the same for all images of

the corresponding row.

Table 2
Experimental conditions for the benchmark datasets. Units: P, (mbar); T,,, (°C); HF
W Jem?); Q (ml/min); t,,, (ms); V (kV).

# id P T HF 0 it v
1 EAS-dDd-C00aDc-01 1000 10 1.5 100 5 0
2 EAS-dDd-C00cDc-01 1000 10 1.5 500 5 0
3 EAS-dBc-000aBc-02 1000 3 1.0 100 2 0
4 EAS-dBc-000cBc-01 1000 3 1.0 500 2 0
5 EAS-dBa-C00cBc-01 1000 3 0.5 500 2 0
6 EAP-dBc-0000Dc-01 1000 3 1.0 0 5 0
7 EAP-dCa-0000Ec-03 1000 5 0.5 0 10 0
8 EAP-cBc-0000Bc-02 750 3 1.0 0 2 0
9 EAP-aAc-0000Dc-03 500 1 1.0 0 5 0
10 EAE-bCc-0cAOEc-01 600 5 1.0 0 10 15
11 EAE-bCc-0bAOEc-01 600 5 1.0 0 10 10
12 EAE-bCc-0aA0Ec-01 600 5 1.0 0 10 5
13 EAEb-Ac0-cAOAc-01 600 1 1.0 0 1 15
14 EAEc-Bd0-cAOAc-01 750 3 1.5 0 1 15
15 EAEd-Ca0-aA0Ac-01 1000 5 0.5 0 1 5

4.2. Ground truth

To measure the error of the proposed method ground truth on the
bubble contours was obtained through visual annotation of bubble
contours in the acquired images. Error measurements were obtained
by comparing the contour annotations with the contours produced by
the proposed method, on the same images.

The annotation assignment was the localization of contact points
and several contour points, so an adequate contour description was
obtained, according to the judgment of the expert. The annotators used
custom-made software to pinpoint samples upon contour locations in
the images carefully, using magnification, undo, and editing facilities.
The experts annotated the contact points and multiple points on the
contour of the bubble until they were satisfied with the result. The
annotators were two multiphase dynamics experts (SE, OO) and one
image processing expert (ICS).

The annotations were collected for the first bubble of each data set.
For each bubble, 20 frames were sampled in chronological order and in
equidistant temporal steps and annotated. All experts annotated data
sets D1-D5. ICS annotated the rest after learning annotation insights
from SE and OO. The annotations can be found in [62].
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4.3. Evaluation rationale

To benchmark the accuracy and precision of the proposed method
we compare the contact point locations, the areas, and the shapes of the
computed, K, and annotated, K,, contours. To benchmark robustness,
we measure how errors in contour tracing affect the computation of
contact angles.

Contact points are local features and their localization accuracy
is measured in pixel distanceas e = |u, —u,|, where u, and u, are
the horizontal coordinates of the estimated and ground truth points,
respectively. The errors for the left and right contact points are denoted
as ¢; and e,, respectively.

The contour area is measured in square pixels. Area comparison
serves as a measure of method accuracy. Because bubbles grow during
boiling, areas are compared by their percentage difference v = (K; —
K))/K,.

Shape comparison targets the precision of the method and measures
spatial discrepancies between K; and K,. A symmetric measure of area
difference is used, normalized by the area of their union. Binary masks
M, and M, are computed, to be the same size as I and true at the pixels
on and in K; and K,, respectively. The areas of union and intersection
of these contours are scalars y;, and p,,,. Contour dissimilarity is a
percentage measure quantified as w = (u;, — #in2)/H1y- The smaller
this measure is, the better the tracing of the contour is regarded.

Contact angle measurement is sensitive to “jitter” in contour trac-
ing. Due to the tangential computation of angle, small variations in
contour tracing can lead to large variability in contact angle estimates.
We use the robustness measures, to compare the robustness of (a) and
(b), given that the bubble contour grows continuously over time. Our
evaluation of robustness uses the variability of angle value during a
sliding time interval. A moving median of ¢ = 7 points approximates
the “noise-free” angle value along time. The absolute angular difference
of the estimate with the corresponding median value quantifies local
variability. The computation of this measure is as follows:

_ Zf:l |§[ _Mel

c

, (2)

where M, is the median value in the c-point neighborhood and ¢; is
the ith value of that neighborhood. As such, the smaller this measure
is, the better the robustness of the tracing is regarded.

Several approaches to contact angle measurement based on curve
fitting exist (see Section 2). We follow [1,16], which are tailored to
the specific study. The reason is the additional image distortion by
the propagation of heat in the liquid bulk of the test cell during each
experiment [63,64]. As such, the bottom part of the contour is not
considered in the computation of the contact angle. Therefore, in shear
flow experiments, we fit a circle to the contour points that belong to the
top left (L) quadrant of the contour and analytically predict the tangent
at the contact point, as in [1,16]. We do equivalently for the right
top quadrant (R) and contact angle. For reference, we also fit a circle
to all contour points (F) and another circle to the upper half points
(T). Pool boiling and electric field experiments deal with symmetric
bubbles; thus, we fit an ellipse to all contour points (F) and another to
the upper half points (T). For the robustness evaluation, we used all the
frames of the first bubble of each dataset.

For all measures, when more than one ground truth annotations are
available, the aforementioned measures are computed independently
and averaged into a single value. When referring to the “ground truth
area” of a bubble, we refer to the average area of contours of the
available annotations.

The proposed method is agnostic to the temporal sampling rate of
images and, thus, time is measured in frames. For reference only, we
note that (a) the image acquisition rate was 500 frames per second and
(b) at the focus distance of the camera, a pixel distance in the image
corresponds to ~ .01 mm in the imaged scene.
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4.4. Execution

In all experiments, the domain of I was [0, 1], s, = 50%, z, = 10°,
T, = 1073, z, = 25%, 7, = /10, and 7, = 10. Due to the morphology of
bubbles in different conditions, the dimension of curves ¢ , was 6 =3
sufficient for all experiments except the electric field ones, in which
6=>5.

Background subtraction is implemented using the 500 images of the
scene devoid of bubbles, averaged into a ‘training image’. The pixel-
wise, absolute differences between the current and the training image
were used to roughly detect the silhouettes of bubbles in the current
image, using connected component labeling (‘“blob” detection).

We applied the proposed method to all benchmark data sets, for all
bubbles, and all frames. The traced contours are shown for all bubbles
and all frames in [65]. The videos contain illustrations and numerical
readings of contact angle estimates (see below).

A MATLAB implementation of the proposed approach takes about
72 hours to process all 15 benchmark data sets on a single core of an i7
CPU. The processing can be accelerated if multiple cores are available,
by parallelizing the processing of data sets.

4.5. Results

First, we evaluate the accuracy of the traced contours using the
ground truth annotations, to compare contact point localization and
contour area estimation. Second, we evaluate robustness using contact
angle estimates. In the experiments, we compare the performance of
the most relevant and best-performing method in this problem which
is [11, denoted as (a), with the proposed one denoted as (b).

We illustrate the improvement due to the proposed approach by
observing the change that it brings to conventional contour tracing
and in the estimates of contact angles. Fig. 7, shows the same contour
tracing operation performed on the trusted points provided by the
previous and the proposed method. The example comes from a Pool
Boiling experiment and, specifically, from the D8 sequence. The images
on the left side of the figure belong to frame 934 of that sequence. The
left column shows the trusted points for (a, top) and (b, bottom), and
the middle column the traced contour for (a, top) and (b). When edges
are missing, contour tracing results in an inaccurate contour, which is
determined by nearby spurious edges. By interpolating upon the found,
“subjective” contour we obtain more accurate results. We also study the
entire sequence of the occurrence of this bubble and the contact angles
estimated in each frame. The example is from a pool boiling experiment
and so, an ellipse is fitted to estimate these angles (see Section 4.3) and
a single angle value is reported. An ellipse is fitted to all points (F) and
another one to the upper half points (T). The top-right graph compares
the “full” fits for the two methods and the bottom-right graph “top” fits
for the two methods. The proposed method exhibits better continuity
which indicates a more robust result.

In Appendix B, the contact angle estimates of the proposed method
for the first bubble of all benchmark sequences are provided in the same
type of plots. The discrepancies are more pronounced at the beginning
of the sequence, where the bubble is small and errors of a few pixels
have a greater effect on the estimated contact angle. This appendix
serves also as an ablation study in which certain subsets of the trusted
points are removed in order to understand their contribution to overall
performance.

A first ablation experiment regarded the type of edge detector
employed. Specifically, we substituted the proposed edge detector with
the conventional edge detectors, Canny and Sobel, when detected
edges in V. The results were inferior leading to error almost an order
of magnitude greater in all metrics. This failure is attributed to the
generality of these edge detectors which led to contour concavities.
This does not mean that these edge detectors are inferior, but that
the proposed one accounts for prior knowledge in the given problem
(bubble convexity).
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Fig. 7. Comparison of contour tracing and contact angle estimates. Top: method (a). Bottom: method (b). Left column: trusted point detection. Middle column: Contour tracing.
Right column: the top plot shows contact angle estimates for fitting condition (F) and the bottom plot for fitting condition (T). Scale legend in the bottom right image is the same

for all images of this figure.

A second ablation experiment regarded the edge detection sensitiv-
ity parameter 7,. We found this to be the most critical parameter for
the proposed method. The reason is that when raised edge sensitivity
decreases and, thus, weak edges occurring at the top of the bubble
which is shiny are undetected. The utilized value (10~3) is set so that
it is well below the smallest intensity variation in our images, which
is 7,,;, = 1/255 ~ 4 - 1073, When this parameter is increased above z,,,
we have observed a gradual deterioration of the method’s accuracy.
This deterioration leads to the same effect and fluctuations observed in
Fig. 9 in Section 4.6, below.

Tables 3, 4, and 5 report the error measures for D1-D15, for the
annotated frames. In the tables, row 1 notes the dataset number, in
boldface, and, on its right, the number of frames corresponding to the
first bubble. Row 2 provides a reference for the image area u of the
bubble, noting the ground truth areas for the first and last annotated
contours, in thousands of square pixels (10° - p?). Row 3 reads the e,
e, localization errors, in pixels (p). Rows 4 and 5 compare the contour
tracing of (a) and (b), using the ground truth annotations. Specifically,
row 4 notes the area error measures (v,, v,) and row 5 the shape
similarity measures (w,, ®;).

The last rows of Tables 3, 4, and 5 compare the robustness of (a)
and (b). For the shear flow experiments (Table 3), row 6 corresponds
to the fit for all points (F) and row 7 to the fit for the upper half points
(T). Row 8 compares the left fits (L) and row 9 compares the right fits
(R). Quantities F, T, L, and R are calculated using Eq. (2). In the pool
boiling and electric field conditions (Tables 4 and 5), the bubbles are
symmetric, and, thus, rows 8 and 9 are omitted. Robustness evaluation
does not make use of the ground truth annotations and so, it is based
on all the dataset frames.

4.6. Observations

We observe a slight but identifiable improvement in accuracy on
macroscopic spatial features, such as the area and similarity. We at-
tribute this to the refinement nature of the proposed method that affects
details of contour shape, while area and similarity regard hundreds or
thousands of pixels.

The improvement brought by the proposed method is better ob-
served when studying features that depend on accurate and precise
contour tracing, such as the value of the contact angle and, specifically,

10

Table 3

Error and robustness quantification for the shear flow data sets for methods (a) and
(b). Method (b) is shown in bold. The measurements are presented in five pairs of
columns. The top row notes the dataset number (bold) and the number of frames
that the first bubble occurs. Row 2: bubble size growth. Row 3: left and right contact
point localization error. Rows 4 and 5: area and shape similarity errors. Rows 6 to

9: robustness measurements. Units: u (10° - p?); p;, (P); Vs @up» Fup» Tops Loy, and
Ros (%)-
1 2049 2 939 3 1499 4 459 5 777
H 0.8 81 0.7 2.9 1.0 28.2 1.0 77.7 0.8 2.9
e, 09 11 0.7 1.5 11 2.1 1.0 1.9 0.8 1.6
Vab 09 0.8 2.9 2.1 1.5 1.7 1.1 1.1 0.6 0.5
w,, 25 23 3.4 3.4 36 2.4 2.7 1.9 2.5 2.4
F, 15 1.2 3.1 2.1 4.1 1.8 4.5 3.9 2.6 2.1
T, 1.4 1.2 2.8 1.8 43 1.8 3.9 3.8 2.8 2.0
L, 76 29 143 5.8 408 5.6 140 5.0 240 3.5
R,, 90 3.9 9.9 5.4 588 8.0 20.5 5.3 153 2.9
Table 4

Error and robustness quantification for the pool boiling data sets. Rows 1 to 5: as in
Table 3. Rows 6 and 7: robustness measurements. Units as in Table 3.

6 2497 7 4181 8 3199 9 2991
U 0.5 27.4 0.3 8.1 0.4 42.1 1.5 82.5
e, 0.4 0.6 0.3 0.4 0.5 0.7 0.6 0.8
Vab 1.4 1.4 1.3 1.2 1.1 1.1 1.1 1.1
W, 1.9 1.8 3.4 3.1 2.2 2.1 1.6 1.6
F,y 1.2 1.3 31 0.8 2.8 1.5 0.3 0.4
T.p 1.1 1.5 2.9 1.1 2.4 1.8 0.2 0.5
Table 5
Error and robustness quantification for the electric field data sets. Rows and units as
in Table 4.
10 586 11 795 12 1534 13 582 14 940 15 4497
u 0.7 100 08 133 08 216 05 623 03 74 01 18
¢, 03 06 03 05 04 06 03 03 03 03 02 02
Vep 10 1.3 10 1.2 07 1.3 08 14 09 17 18 26
o, 24 22 22 20 33 15 31 25 34 29 46 4.0
F, 51 50 41 38 216 25 10.3 6.9 6.2 39 25 20
T,, 7.3 59 54 42 487 3.2 106 88 66 50 29 27
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0.741 mm 0.855 mm

0.645 mm 0.406 mm

Dataset 3 3 3
Bubble 3 4 6
Frame 2487 3193 3816
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Fig. 8. A gallery of characteristic contour tracings obtained from the proposed method. The table below marks the dataset, the bubble number in the dataset (in order of

appearance), and the frame number of the dataset which the image is taken from.

the robustness of the proposed method to noise. Quantitatively, this can
be observed in Tables 3, 4, and 5. Qualitatively, this can be observed
by comparing the contact angle curves plots in Fig. B.11 with their
corresponding ones in [16] . We stress that in the plots of Fig. B.11
the vertical axis spans only a few degrees.

Comparatively, the estimates obtained by the (F) and (T) exhibit
greater robustness because they are based on more points. However,
these two fits are symmetric and do differentiate between the estimated
left and right contact angles, which are different particularly in the
shear flow experiments. The right and left contact angle fits show this
difference more pronounced when the bubble is in motion. Similarly, a
high degree of robustness is found in the pool boiling and electric field
experiments, as a single curve is fit over the same arclength proportion.

The robustness to the rapid effects encountered in boiling and the
occurrence of multiple bubbles is the main advantage brought by the
proposed work. In Fig. 8, we provide the contour tracings computed by
the proposed work for a gallery of challenging cases. As can be observed
in the supplementary videos in [65], the contact angle estimates are
robust to the generation of new bubbles and vibrations, which affect
bubble shape, and the estimates follow this shape with fidelity.

A measurement limitation is observed in D3 during approximately
the last third of the sequence. In the corresponding images, the gradient
at the top of the bubble is very weak or zero and, as a result, there
is a fluctuation in the tracing of the boundary which can be observed
in the measurements of contact angle values, in Fig. B.11 (top, right).
A visual example of this limitation is provided in Fig. 9. Shown are
five consecutive frames, from frame 1597 to 1601 of sequence D3. The
fluctuation can be observed at the top of the bubble, where the shiny
part of the bubble has the same intensity value as the background.
Its effect is a fluctuation of ~ 2° in the contact angle estimates. The
effect can be closely inspected in the supplementary videos [65]. For
such cases, other measurement approaches that use only lower parts
of the bubble found in [1,16], can be more appropriate. Independently
of the contact angle calculation approach, the improvement due to the
proposed method is retained since the contour tracing, upon which this
calculation is based, is more accurate.

5. Conclusion and future work

A method for detecting bubble contours in images of boiling bubbles
in microgravity was proposed. This method improves the accuracy
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and robustness of previous ones designed for the same purpose. The
proposed method refines an initial contour approximation obtained
from conventional background subtraction and was designed to cope
with a wide variety of visual phenomena that hinder contour detection
using traditional approaches. This is achieved, by the iterative grouping
of edges that are continuous and compatible with the bubble shape. A
data set annotated by ground truth was contributed [62], which can
be used to measure the accuracy and precision of bubble detection
and measurement methods. The proposed method is quantitatively
evaluated using the ground truth evaluation. The method results are
visualized in videos that are provided as supplementary material [65].

This method is provided as a single image analysis method. The
obtained results can be filtered afterward either through an elemen-
tary approach (i.e., smoothing) or by optimal estimators, i.e. Kalman
filtering [66], by treating curves ¢, as state variable vectors.

The implementation of the proposed method is experimental and
implemented in an interpreted programming language (MATLAB
script), rather than in a compiled one. As such it can be accelerated, just
by rewriting it in a compiled language, e.g., C. Next to it, parallelisable
image processing operations, i.e., image warping and gradient com-
putation, implemented on a general programming GPU would further
improve computational performance.

An investigation that we warrant is the adaption of the regions
and thresholds pertaining to edge detection, after the first run of
the proposed method. That is, run a second pass, to constrain edge
detection per contour point in a narrow, local region around the first
localization of this point. This means constraining the search for edges
in a small region of each column of V, individually for each column.
Moreover, the edge detection threshold can be adapted individually for
each column, either to reduce candidate edges when many or to provide
at least some edges when the gradient is weak.

The main disadvantage of the proposed approach is its exponential
computational cost in Section 3.5. Usually, this feature does not take
a devastating toll on the execution time of the method. The reason is
that for small and medium-sized bubbles there are only a few edges
per investigated region. However, when a bubble grows to a large
size, e.g. in the pool boiling experiments, then execution time for
a single bubble can take up to half an hour on a regular personal
computer. A numerical optimization that leads to the same results
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Fig. 9. Fluctuations in the top part of the traced contour due to weak or zero gradient. Images illustrate the estimated contact points, the traced bubble contour, and the estimated
contact angles. Each image shows the dataset, bubble number, and frame number, in the center of the bubble. Below this reading, the estimates of the contact angles are printed.

Scale legend in pixels.

without exhaustively evaluating all possible hypotheses is warranted
for future work.

Finally, we aim to study the efficacy of global optimization methods
for image segmentation [49,67-70] as well as active contours, by adapt-
ing their objective function for the particular case of bubble contour
tracing in microgravity.

CRediT authorship contribution statement

Xenophon Zabulis: Methodology, Software, Validation, Writing
— original draft, Writing — review & editing, Conceptualization.
Polykarpos Karamaounas: Software, Visualization, Validation.
Ourania Oikonomidou: Investigation, Data curation, Formal
analysis, Conceptualization, Supervision. Sotiris Evgenidis: In-
vestigation, Data curation, Formal analysis, Conceptualization,
Supervision. Margaritis Kostoglou: Data curation, Formal analysis.
Martin Schinnerl: Data curation, Resources, Supervision, Project
administration, Funding acquisition. Axel Sielaff: Investigation, Data
curation, Conceptualization, Formal analysis, Supervision, Project ad-
ministration, Funding acquisition. Peter Stephan: Conceptualization,
Resources, Supervision, Project administration, Funding acquisition.
Thodoris Karapantsios: Conceptualization, Resources, Supervision,
Project administration, Funding acquisition.

Declaration of competing interest

The authors declare that they have no known competing financial
interests or personal relationships that could have appeared to
influence the work reported in this paper.

Data availability
Data will be made available on request
Acknowledgments

The present work has been carried out in the framework of the
European Space Agency Research projects AO-2004-111: BOILING, AO-
1999-110: EVAPORATION, AO-2004-096: CONDENSATION. We thank
all the Multiscale Boiling Science Team Members of the different insti-
tutions for their contribution in making possible the implementation
of the experiment on-board the International Space Station: Techni-
cal University of Darmstadt, Institute for Technical Thermodynamics;
Aix-Marseille University, IUSTL; University of Pisa; Institute of Thermal-
Fluid Dynamics, ENEA; Institut de Mécanique des Fluides de Toulouse;
Aristotle University of Thessaloniki; Transfers Interfaces and Processes,
Université Libre de Bruxelles; University of Ljubljana; Kutatteladze
Institute of Thermo-physics, Novosibirsk.

The authors would also like to gratefully thank ESA, and in partic-
ular Daniele Mangini, Olivier Minster, Anne Pacros, Balazs Toth, and
Marco Braibanti for their interest and support of the activities linked
to Multiscale Boiling, and for the fruitful discussions. They would also
like to thank AIRBUS (with particular gratitude to the project manager,
Olaf Schoele-Schulz), as well as B.USOC for the kind cooperation (and

12

especially Carla Jacobs and Denis Van Hoof) during all the pre-flight,
in-flight and post-flight operations.

Co-authors from the Technical University of Darmstadt would like
to thank the German Aerospace Center (DLR) for the financial support
in the framework of the Vapor II and Vapor III projects, grant no.
50WM2257 and 50W1959, respectively.

The authors thank the anonymous reviewers for their construc-
tive criticism, helpful, and meaningful comments and corrections. The
authors also thank Antonis A. Argyros for the internal review.

Appendix A. Baseline localization

Image I is aligned with the substrate surface and, thus, the baseline
is imaged as a horizontal line segment at image row f. Due to the
reflection of the bubble, the baseline is also the axis of an (approximate)
local image symmetry. Initially, we coarsely approximate row g in
which the baseline occurs using this symmetry. Next, we refine this
approximation by detecting the contact points based on the image
gradient. Its left and right endpoints of the baseline are denoted as ¢,
and c,, respectively.

The coarse approximation of # optimizes local image symmetry in
the intensity domain. This approximation is found using the support of
w, image rows. The value of f that optimizes image symmetry is found
iteratively. Initially, i = 0 and f, is the y-value of the lowest point of
S.

Sub-images I, and I, of image I are formed as functions of §; and
w;.
Iu(ﬁi, w,’) = I(Ru(ﬂi, w,’)7 w);
ld(ﬁi, w,’) = I(Rd(ﬂi, wi)7 W),
where R, and R, are two ranges of rows and W is a range of columns.
Range W = [c.x — r, c.x + r] remains constant through the optimization.
Ranges R, and R, are modulated as

R, (B, w;) = [p; —w;, p; — 11;
RyBpw) = 1, + 1., + ;).

Thus, at each iteration, a thinner support of rows is evaluated.

Accounting for the inversion of vertical coordinate order due to the
reflection, we quantify dissimilarity, or asymmetry, between I, and I,
as:

(A1)

(A.2)

w; 2r+1
O, I =Y, Y 1,G. k) = Ly, = j, k). (A3)
j=1 k=1
The value p; that optimizes O() is:
(A.4)

b = arg mﬁaX[(Iu(ﬂ,-, w;) (B w))]

and comprises the ith estimate of the baseline row. This estimate is
iteratively refined, using g, as the new initial estimate and halving
support as w; = wy/2". The search ends when w; < 1 and the result is
p. = p;. In each iteration, we compute the intersections of the horizontal
line at row g, with C. In the vicinity of these intersections, we detect
the points where gradient magnitude is maximized. We call these points
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Fig. A.10. Baseline localization. Top left: elliptical ring &, coarse baseline approximation b,, and their intersections. Image size: 40 x 58. Top right: initial baseline and contact
point localization and refined result. Image size: 14 x 54. Middle and bottom rows: iterative refinement of the contact point and baseline localization (left) and plot of the function
O() (right).
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Fig. B.11. Contact angle measurement per dataset and per frame for the first bubble of D1-D15. Plot order is row-wise and left-to-right.

intermediate contact points and update the current values of ¢; and c, vicinity of these intersections to refine the contact point locations. The
with these locations. vertical coordinates of ¢; and ¢, are set to their average, as well as the

Using this coarse approximation, the intersections of the outer limit final value of . These comprise the final estimation of the baseline
of & with line g are found. We employ corner detection [71] at the segment.
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The value of w, and the spatial extent of the corner detector are
set according to image scale and resolution. In all experiments of this
work, w, = 7 leads to 2 iterations of the similarity optimization. Also,
the corner detector used a 7 x 7 pixel kernel.

In Fig. A.10, this process is illustrated. The top left image plots b,
as a (yellow) dashed line and its intersections with the outer limit of
&, which is plotted with a continuous (blue) line. In the two bottom
rows, the two iterations of the symmetry optimization are illustrated;
the penultimate row corresponds to the first iteration and the last to the
second iteration. On the left shown of these two rows shown are I,, and
I, concatenated as a single image. The dashed lines plot g, and f,. The
plotted points mark the intermediate refinements of the contact points.
On the right of these two rows shown is the asymmetry score plot with
a (blue) continuous like as a function of the evaluated image row. The
vertical (red) line marks the retrieved minimum in subpixel precision,
which corresponds to the values of g, and p,. The top right image plots
the final results of contact point localization connected with a dashed
line at the final value of g. The individual (cyan) dots mark the last
locations of the intermediate contact points, prior to corner detection.

Appendix B. Contact angle estimates

In Fig. B.11, the plots of contact angle estimates are shown, for each
first bubble, of the 15 benchmark data sets. For shear flow experiments,
four curves are plotted as the experiments consider asymmetric bub-
bles. The rest of the experiments consider symmetric bubbles and, thus,
plot two curves. The naming of curves in the legends is as in Section 4.

Appendix C. Supplementary data

Supplementary material related to this article can be found online
at https://doi.org/10.1016/j.measurement.2023.113644.
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